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The Question

Many quasi-similar terms are used in multiple sources. 
Can we compute when two terms share a common meaning?

Sources: Ontologies / Text corpora

How to divide a continuum of similar terms?

In which ways can a term be interpreted?

How to estimate term similarities across languages?



Applications

Term Harvesting
Domain Terminology Validation

Information extraction
Concept disambiguation

Ontology development
  harvesting
  systems adaptation
  alignment / merging / filling



The approach

● Each term is unique inside their context.
● Some terms are more similar than others.
● Terms acting similarly may be an evidence of similarity!

Goals:
● Compute Similarity / Coverage 
● Find the necessary features for semantic space
● Analyze the methods for clustering / disambiguation



Computation

Distance initialization: "Similar appearance" 
●   string similarity, using edit distance

 
Evidence: "Similar behavior of terms" 

●   having a common frequent co-occurrence
●   having a common frequent syntactic dependency
●   having a common frequent syntactic role
●   synonymy, using dictionaries
●   having a common property in an ontology

 
Convergence:

●   "Fuzzy mapping"
●   "Overall term distance distribution" cost function 

 



Related research

Likey
use document word (~ "morpheme") frequencies to "feature" 
topics, e.g. dictionary articles, clustering into ontologies
 
PuLS
use syntactical analysis to detect terms and patterns, towards 
information extraction / spotting



Development example: Medical domain

sources in example:

PuLS medical ontology
TAP ontology
SUMO ontology
Some wikipedia articles (incl. Malaria(en))



"semantic space"
Problem: find similarity weights (inverse distance)

Initialize by string edit distance ... then analyze the data



wp: malaria

tap: malaria

is a...

example: Behavior of Malaria terms



Experiment: Screenshots

syntactic dependency analysis

semantic pattern matching

corpus



ontology based data corpus based data







The set-up

The R statistical environment

... also:

Stanford parser (robust dependency parser)

Java/Jena for ontology I/O

GNU Prolog for graph pattern matching 

GF for verbalization of results

For everything else, there is Perl



Embedding 
Stanford 
Parser in R



Work to do

- workbench is ready, but

- detection patterns
- controls: nuts and bolts
- normalization of data
- more data

- user interaction 
- comprehension of output

- verbalization of results using Grammatical Framework

- analyzing Finnish input
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