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What’s different?

Tool Google, Bing, Babelfish MOLTO
target consumers producers
input unpredictable predictable
coverage unlimited limited
quality browsing publishing



Producer’s quality

Responsibility for the translation

Cannot afford translating French

• prix 99 euros

to Swedish

• pris 99 kronor

Typical SMT error due to parallel corpus containing localized texts.

(N.B. 99 kronor = 11 euros)



Linguistic knowledge

(From Google Translate 1 September 2011)

Finnish: yö, yön, yötä, yönä, yöksi, yössä, yöstä, yöhön, yöllä, yöltä,

yölle, yöttä, öineen, öin, yöt, öitä, öiden, öinä, öiksi, öissä, öistä, öihin,

öillä, öiltä, öille, öittä, öin

English: Night, night, night, night, night, night, night, night, night,

night, nights, yöttä, öineen, night, night, nights, nights, nights States

by quotas, domestic insurance companies, nights, nights, öillä, against

loss, States, öittä, night



Predictability

German to English

• er bringt mich um -> he is killing me

correct, but

• er bringt meinen besten Freund um -> he brings my best friend for

should be he kills my best friend. (Typical error due to long distance

dependencies, causes unpredictability)



Aspects of reliability

Linguistic knowledge

Predictability (vs. randomness)

Programmability (vs. holism)

Coverage/precision trade-off: we cannot deal with millions of concepts





Main technologies

GF = Grammatical Framework

OWL Ontologies

Statistical Machine Translation



The GF model: multi-source multi-target compilers



MOLTO languages



The multilingual document

Master document: semantic representation (abstract syntax)

Updates: from any language that has a concrete syntax

Rendering: to all languages that have a concrete syntax



Two things we do better than before

No universal interlingua:

• a framework for domain-specific interlinguas: type theory

Yes universal concrete syntax:

• a general-purpose Resource Grammar Library

• no hand-crafted ad hoc grammars



Example: social network

Abstract syntax: functions,

fun Like : Person -> Item -> Fact

Concrete syntax: linearizations,

lin Like x y = x ++ "likes" ++ y -- Eng

lin Like x y = x ++ "tycker om" ++ y -- Swe

lin Like x y = y ++ "piace a" ++ x -- Ita



Complexity of concrete syntax

Italian: agreement, rection, clitics (il vino piace a Maria vs. il vino mi

piace ; tu mi piaci)

lin Like x y = y.s ! nominative ++ case x.isPron of {

True => x.s ! dative ++ piacere_V ! y.agr ;

False => piacere_V ! y.agr ++ "a" ++ x.s ! accusative

}

oper piacere_V = verbForms "piaccio" "piaci" "piace" ...

Moreover: contractions (tu piaci ai bambini), tenses, mood, ...



The GF Resource Grammar Library

Currently for 24 languages; 3-6 months for a new language.

Complete morphology, comprehensive syntax, some lexicon

Common syntax API:

lin Like x y = mkCl x (mkV2 (mkV "like")) y -- Eng

lin Like x y = mkCl x (mkV2 (mkV "tycker") "om") y -- Swe

lin Like x y = mkCl y (mkV2 piacere_V dative) x -- Ita





Word/phrase alignments via abstract syntax



Controlled language

Almost what MOLTO is, except that we

• generalize this to multilingual controlled language systems

• support ambiguous language (and disambiguation)

Prime example: Attempto Controlled English (U Zurich)

• generalized to 5 languages in GF (CNL 2009)

• extended to 15 in MOLTO



Work packages



WP1: management (UGOT)



WP2: grammar tools (UGOT)

Scale up production of domain interpreters

• from 100’s to 1000’s of words

• from GF experts to domain experts and translators

• from months to days

New:

• IDE’s: Eclipse (John Camilleri) and cloud-based (Thomas Hall-

gren)

• support for on-the-fly extension

• resource grammars: Hindi, Latvian, Nepali, Persian, Punjabi, Sindhi,

Thai (Shafqat Virk & al., Normunds Gruzitis)







WP3: translator’s tools (UHEL)

Transparent use

• text input + prediction, syntax editing

• disambiguation

• on the fly extension

New:

• terminology tools (Lauri Carlson, Inari Listenmaa, Seppo Nyrkkö)

• translator user interface (Lauri Carlson, Inari Listenmaa)

• fast large-scale parsing: a C runtime for GF (Lauri Alanko, Krasimir

Angelov)





WP4: knowledge engineering (Ontotext)

Grammar + ontology

• OWL interoperability

• transform web ontologies to interlinguas

• natural language search and inference

New:

• natural language queries (Milen Chechev, Borislav Popov)

• ontology verbalization (Milen Chechev)





WP5: statistical and robust translation (UPC)

Hybrid systems

• statistical Machine Translation (SMT) as fall-back

• hard/soft integration

• learning of GF grammars by statistics

• improving SMT by grammars

New:

• hybrid architecture with soft/hard integration

• robust parsing in GF





WP6: case study: mathematics (UPC)

Multilingual rendering and translation of teaching material

• grammar and lexicon for the OpenMath standard, 12 languages

• high school and undergraduate level

New:

• a dialogue system for computer algebra Sage (Jordi Saludes)







WP7: case study: patents (UPC)

Translation of pharmaceutical patents

• English, French, German

• SMT-GF hybrid

New:

• SMT baseline + GF improvements (Cristina España, Llúıs Màrquez,

Ramona Enache)

• natural-language information retrieval from patents (Meritxell Gon-

zalez, Milen Chechev)







WP8: case study: cultural heritage (UGOT)

Translation of museum object descriptions

• based on CRM ontology

• applied to Gothenburg City Museum collections

New:

• prototype with natural language generation (Dana Dannélls, Ra-

mona Enache, Milen Chechev)



WP9: user requirements and evaluation (UHEL)

How good is MOLTO translation?

• comparative evaluations

• development of metrics

New:

• hybrid evaluation (Cristina España, Llúıs Màrquez)

• software testing methods (QuickCheck) applied to grammars (Ra-

mona Enache, Koen Claessen)



WP10: dissemination and exploitation (UGOT)

Guide new users to MOLTO tools, find new applications, create a

network.

New:

• FreeRBMT12 in Gothenburg, 13-15 June (submission deadline 7

April)



WP11: multilingual semantic wiki (UZH)

The ultimate user interface

• combine translation and grammar extension

• reasoning based on abstract syntax

New:

• ACE-Wiki ported to GF (Kaarel Kaljurand, Tobias Kuhn, Norbert

Fuchs)





WP12: interactive knowledge-based systems (BI)

Multilingua questionnaires and decision making

• user input + reasoning

• explanations generated in the users’ languages

New:

• a new category of grammarians: software engineers with minimal

GF training



Availability of MOLTO tools

Open source, LGPL (except parts of the patent case study, parts of

Be Informed applications)

Web demos

Mobile applications (Android)



Conclusion

You shouldn’t expect

• general-purpose translation (”Google competitor”)

You should expect

• high quality multilingual translation

• portability to new domains (up to 1000’s of words)

• productivity (days, weeks, months)

• ease of use (no training for authoring, a few days for grammarians)


